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H I G H L I G H T S  

• We propose a physics-based prognostics approach for battery RUL prediction. 
• The approach is applicable to Li-ion batteries used in implantable applications. 
• Degradation parameters are estimated from high precision charge curves. 
• Destructive analysis is used to validate the degradation parameter estimation. 
• Degradation parameters are tracked and forecasted for RUL prediction.  
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A B S T R A C T   

Accurately predicting the remaining useful life (RUL) of a lithium-ion battery is essential for health management 
of both the battery and its host device. We propose a physics-based prognostics approach for prediction of the 
capacity and RUL of an implantable-grade lithium-ion battery by simultaneously considering multiple degra
dation mechanisms, including the losses of active materials of the positive and negative electrodes and the loss of 
lithium inventory. Unlike traditional capacity-based prognostics that exclusively relies on the empirical capacity 
fade trend, the proposed approach leverages a half-cell model to 1) estimate degradation parameters from 
voltage and capacity measurements to quantify the degradation mechanisms and 2) predict the capacity fade 
trend based on the estimated parameters. We compare the performance of the proposed physics-based approach 
with that of the traditional capacity-based approach on eight implantable-grade lithium-ion cells that have been 
subjected to continuous charge–discharge cycling over 1.5 years at high temperature. The proposed approach 
achieves a more accurate RUL prediction than the traditional capacity-based approach. The results show that the 
proposed physics-based approach, which extrapolates the degradation parameters, can provide a more accurate 
and conservative RUL prediction when compared to extrapolating just the capacity.   

1. Introduction 

Lithium-ion (Li-ion) batteries are widely used not only for their high 
energy density, high efficiency, and long lifetime but also their pro
duction versatility in different sizes and capacities [1–6]. Large-format 
batteries can be utilized in electric vehicles and grid-connected energy 

storage systems [2,7,8], whereas small-format batteries can be used in 
smartphones, tablets, and implantable medical devices [9,10]. Despite 
their advantages, the performance of Li-ion battery cells decreases over 
time due to capacity fade and increased internal resistance [1,11]. 
Typically, a Li-ion battery cell is deemed to reach its end of life when its 
capacity reduces to 80% of its rated value [1,12]. The remaining useful 
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life (RUL) of a cell is defined as the available service time before the 
capacity degrades to a predefined end-of-life limit (or capacity 
threshold). For a battery-powered device, the battery management 
system should ideally predict the RUL of each cell before the end of life 
by using prognostics, which is crucial to ensure reliable operation and 
minimize the downtime of the device. 

Extensive research has been conducted on RUL prediction of general 
engineered systems over the last decade [13] in relation to data-driven 
approaches [14–19], model-based approaches [20–24], and hybrid ap
proaches [25–28]. Although these approaches are not specifically 
intended for application to Li-ion batteries, they can be adapted for the 
RUL prediction of these batteries. Depending on the cell chemistry and 
operating conditions, the lifetime of a Li-ion battery cell can range from 
several months to several years [3,10,29]. As battery degradation is 
highly dependent on time, future degradation trends can be predicted 
based on historical data. Therefore, data-driven approaches are attrac
tive provided that abundant historical data are available. As data-driven 
approaches rely solely on available battery degradation data, prior 
physical knowledge about battery degradation mechanisms is not 
necessary [30,31]. Data-driven approaches can capture key degradation 
information from measurements using black-box models (e.g., machine 
learning models) to predict the battery RUL [31]. In contrast, 
model-based approaches use mathematical representations to capture 
long-term dependencies throughout battery degradation. The models 
are commonly combined with advanced filtering techniques, such as 
particle filters, for battery RUL prediction [20,23,24]. Alternatively, 
hybrid approaches can combine the advantages of data-driven and 
model-based approaches. 

One of the earliest studies on battery prognostics introduced a 
Bayesian framework with a particle filter for RUL prediction of Li-ion 
battery cells based on measurements from electrochemical impedance 
spectroscopy [20]. In this prior work, a relevance vector machine was 
utilized to learn the evolution of impedance features over time, and the 
particle filter was used to estimate the RUL with a state-space model 
based on the measurements. Although the framework shows high pre
diction accuracy, it requires dedicated equipment for electrochemical 
impedance spectroscopy. Various subsequent studies have achieved 
battery prognostics based on voltage and current measurements 
[21–24]. He et al. [21] used the Dempster–Shafer theory of evidence to 
initialize the parameters of a capacity fade model using training data 
and a particle filter to predict the battery RUL. To reduce the uncertainty 
of this model, Wang et al. [22] simplified its four-coefficient exponential 
structure into a three-coefficient model by applying a second-order 
power series approximation to one exponential term in the original 
formulation. This modified model was based on the observation of the 
capacity fade trend, achieving robust RUL prediction. Zhang et al. [23] 
compared a particle filter with three other algorithms, namely, an 
autoregressive integrated moving average model, a nonlinear degrada
tion autoregressive model, and a regularized particle filter, for RUL 
prediction based on an exponential model. The particle filter using the 
exponential model provided higher RUL prediction accuracy than the 
other algorithms. Likewise, Walker et al. [24] compared a particle filter 
with a nonlinear least-squares algorithm and an unscented Kalman filter 
for RUL prediction using a double exponential model. Although an ac
curate capacity fade model can improve capacity and RUL prediction, 
these approaches performed poorly when the capacity fade trend 
switched between multiple models. To address this problem, Hu et al. 
[10] proposed a hybrid battery prognostics framework that switches 
between multiple models according to the observed data. This hybrid 
model consists of two modules: 1) a sparse Bayesian learning module to 
determine the mapping from charge-related features to capacity mea
surement and 2) a recursive Bayesian filtering module to both recur
sively update an empirical capacity fade model using capacity 
measurements and extrapolate the model for RUL prediction. Switching 
between multiple models for capacity forecasting provided a higher RUL 
prediction accuracy compared to single-model RUL prediction. 

Most existing battery prognostics approaches simply extrapolate the 
capacity fade trend for RUL prediction but neglect the underlying 
degradation mechanisms. Given the complex interactions between 
degradation mechanisms on the cell capacity, extrapolating the capacity 
fade trend without considering such mechanisms may notably increase 
the prediction error [32,33]. Thus, incorporating physical knowledge of 
the battery degradation mechanisms is important to achieve robust RUL 
prediction with high accuracy under various degradation scenarios. In a 
previous study, we investigated a physics-based prognostics approach by 
using simulated data generated from half-cell curve analysis [33]. We 
achieved robust RUL prediction by considering the projection over time 
of three degradation parameters that measure the degree of degradation 
from representative degradation mechanisms. The parameter projection 
was performed by applying nonlinear least-squares regression with dy
namic bounds. However, the simulated data used to evaluate the 
half-cell model prevented the validation of the proposed physics-based 
prognostics approach under real-world settings. 

In this paper, we further develop the physics-based prognostics 
approach by adding a quantitative analysis of the battery degradation 
mechanisms and experimentally validating the analysis results. We 
evaluate the effectiveness of the proposed approach for robust RUL 
prediction on implantable-grade Li-ion battery cells through a 1.5-year 
cycle aging test in our laboratory. High-quality long-term cycling data 
are acquired through a high-precision charger that can provide noise- 
free data [34,35]. The proposed prognostics approach captures degra
dation trends from three major mechanisms, namely, loss of active 
material on the positive electrode (LAMPE), loss of active material on the 
negative electrode (LAMNE), and loss of lithium inventory (LLI). Spe
cifically, the approach traces the evolution of the corresponding 
degradation parameters: active masses of the positive electrode (PE) and 
the negative electrode (NE), mp and mn, respectively, and lithium in
ventory indicator (LII), LII. These three degradation parameters are 
estimated through half-cell curve analysis [36] that examines the vol
tage–capacity (VQ) curves and the differential voltage (dV/dQ) curves. 
Given its ability to nondestructively determine the health of a battery 
cell, half-cell curve analysis has been widely used for Li-ion battery 
research since its introduction by Bloom et al. [33,34,36–40]. In half-cell 
curve analysis, a full-cell curve is reconstructed by adjusting the half-cell 
curves of the PE and NE through the modification of the degradation 
parameters. Subsequently, the fitting of the reconstructed full-cell curve 
to the experimental VQ and dV/dQ full-cell curve is achieved by 
adjusting the half-cell model parameters to obtain a more reliable esti
mation of the degradation parameters. To validate the estimated 
degradation parameters obtained from this method, we disassemble the 
implantable-grade battery cells for building a coin half-cell per electrode 
(by coupling PEs/NEs with lithium) to calculate the true full-cell active 
mass. 

In a model-based approach, obtaining the degradation trends from 
the three parameters estimated from experimental data requires the 
selection of an appropriate method and representation. We adopt the 
least-squares method given its higher robustness, simplicity, and 
computational efficiency compared to particle filters [24]. This method 
can provide accurate representations of the parameters of degradation 
trends provided that a proper mathematical model is available. After 
obtaining the coefficients of the mathematical model using training data 
(from training cells) and applying the least-squares method, we utilize 
the best-fit model to extrapolate the degradation parameters for capacity 
and RUL prediction on a test set (containing data from cells other than 
the training cells). 

Using the proposed physics-based prognostics approach, we track the 
evolution of the three degradation parameters to determine the capacity 
fade and compare our results to traditional prognostics that only uses 
capacity fade information. The proposed physics-based prognostics 
approach enables us to incorporate physical knowledge into the RUL 
prediction. By doing so, we can clearly identify the root cause of capacity 
degradation (e.g., which degradation parameter(s) contributed most to 
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the capacity degradation) especially when the capacity fade trends 
change course during operation. In addition, we demonstrate the 
effectiveness of the proposed prognostics approach by bounding the 
model coefficients during the extrapolation of degradation parameters. 
The bounded models increase the prediction robustness by regulating 
the coefficients within predefined ranges in relation to the training 
dataset and thus prevent overfitting of the relatively complex mathe
matical models. Moreover, we evaluate the RUL prediction accuracy of 
the proposed physics-based prognostics approach during the first 30% of 
the cell lifetime. 

The main contributions of this study can be summarized as follows. 
1) We develop a quantitative analysis of the degradation mechanisms in 
implantable-grade Li-ion battery cells considering a 1.5-year cycle aging 
test at two different discharge rates. 2) The experimental validation of 
the analysis results is achieved by examining the coin half-cell data of 
the disassembled aged battery cells. 3) The proposed physics-based 
prognostics approach improves the accuracy of early prediction of the 
late-stage fade trend when compared to the capacity-based approach. 

The remainder of this paper is organized as follows. Section 2 pre
sents the proposed prognostics approach that comprises the half-cell 
model, the definition of degradation parameters, the corresponding 
mathematical models, and the physics-based prognostics applied to ca
pacity and RUL prediction. Section 3 reports the experimental approach 
to generate battery cell aging data. We report and discuss the results of 
the proposed approach in Section 4 and draw conclusions in Section 5. 

2. Physics-based prognostics approach 

2.1. Half-cell model 

Various physics-based models have been developed to simulate and 
analyze the degradation behavior of Li-ion batteries, focusing on the 
thermal behavior [7,41,42], solid electrolyte interphase (SEI) growth 
[37,43–45], active material losses [36,38,39,46], and lithium plating 
[47]. In this study, we used the half-cell model to identify and quantify 
three commonly reported degradation mechanisms, namely, LAMPE, 
LAMNE, and LLI, by reconstructing the measured full-cell VQ curve with 
positive and negative half-cell curves [36,37,48]. The half-cell model 
was first introduced by Bloom et al. and later popularized by Dahn’s 
group as a non-destructive approach to diagnosing the degradation of a 
battery cell. The full-cell VQ curve is denoted as Vc(Qc), where Vc is the 
cell voltage and Qc is the cell capacity. The positive and negative 
half-cell curves are denoted as Vp(qp) and Vn(qn), respectively, and 
experimentally determined by performing galvanostatic char
ge–discharge at extremely low C-rates to approach thermodynamic 
equilibrium (see Section 3.1) with respect to lithium. We approximate 
the full-cell voltage curve as the difference between the positive and 
negative half-cell curves: 

Vc(Q)|Q=Qc
≈ Vp

(
qp
)⃒
⃒

qp=
Qc − δp

mp
− Vn(qn)|qn=

Qc − δn
mn

, (1)  

where qp and qn are the positive and negative specific capacities (mAh/
g), respectively, mp and mn are the positive and negative active masses 
(g), respectively, and δp and δn are the positive and negative half-cell 
curve slippages (mAh), respectively. Slippage δp quantifies the hori
zontal distance the positive half-cell curve shifts with respect to Qc =

0 mAh, and slippage δn quantifies the horizontal distance the left 
endpoint of the negative half-cell curve shifts with respect to Qc =

0 mAh [33,49]. When δ is positive (negative), the half-cell curve shifts to 
the right (left) of the origin. The slippages determine the offset xoffset =

δp − δn, between the two half-cell curves, which will later be used to 
quantify LLI in section 2.2. The active masses in the PE and NE control 
the capacity (i.e., affect the horizontal span) of the corresponding 
half-cell curves, which shrink when active mass is reduced. Fig. 1(a) 
illustrates the effects of slippages on the half-cell model. 

Fig. 1. Examples of (a) half-cell VQ curve analysis, (b) dV/dQ curve analysis, 
and (c) LII in a half-cell model. 
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The end of charge (i.e., 100% state of charge) and end of discharge (i. 
e., 0% state of charge) of a Li-ion battery cell are determined by the 
maximum and minimum terminal voltages, respectively. In Fig. 1(a), the 
rising potential of the PE during charge practically limits the end-of- 
charge voltage of the cell (4.075 V in this study), and the rising poten
tial of the NE during discharge practically limits the end-of-discharge 
voltage of the cell (3.4 V in this study). The maximum potential in a 
half-cell curve indicates the limits of the delithiation of that half-cell. We 
enforce the upper and lower voltage limits (4.075 and 3.4 V, respec
tively) in the half-cell model and cell aging test (see Section 3.2). 

Differentiating Equation (1) to perform dV/dQ analysis [37,48,50] 
allows for the differential of Vc(Q) to be determined with respect to Qc 
over the Qc curve: 

dV(Q)

dQ

⃒
⃒
⃒
⃒

Q=Qc

=
1

mp

dVp
(
qp
)

dqp

⃒
⃒
⃒
⃒
⃒

qp=
Qc − δp

mp

−
1

mn

dVn(qn)

dqn

⃒
⃒
⃒
⃒

qn=
Qc − δn

mn

. (2) 

The dV/dQ analysis unveils phase transition information of the 
electrode materials as identifiable peaks on a charge–discharge VQ 
curve (Fig. 1(b)) and amplifies small changes in the VQ curve, thus 
facilitating the identification of the parameters mp, mn, δp, and δn in the 
half-cell model. However, dV/dQ analysis is susceptible to noise from 
measurements [39]. Therefore, we use the analysis of the half-cell VQ 
and dV/dQ curves to robustly characterize and quantify the three 
degradation mechanisms in a Li-ion battery cell. In Section 4.3, we show 
that both the VQ and dV/dQ curves are important in the degradation 
mechanism analysis of implantable-grade Li-ion battery cells. 

2.2. Degradation parameters 

Various studies have reported the use of the half-cell model to 
quantify the three degradation mechanisms of Li-ion batteries: LAMPE, 
LAMNE, and LLI [39,48,50]. The total loss of active mass is the sum of 
losses of the active mass in the lithiated and delithiated states. However, 
the loss of lithiated active mass is difficult to quantify because the degree 
of lithiation of the lost mass is often unknown. Hence, the loss of active 
mass usually considers the loss in the delithiated state (referred to as 
LAM in this study), and the loss in the lithiated state usually considers a 
combination of the loss of delithiated active mass and LLI [39]. Each 
degradation mechanism can be correspondingly related to a degradation 
parameter. Moreover, LAMPE and LAMNE can be estimated by tracking 
the positive and negative active masses, mp and mn, respectively. 

To estimate the LLI, we define the LII (lithium inventory indicator), 
which is related to both xoffset and mp: 

LII =Qp − xoffset, (3)  

where Qp = mpqp is the capacity of the PE half-cell. Fig. 1(c) illustrates 
the LII. In a Li-ion battery cell, Li-ions transfer from the NE to the PE 
during discharge and from the PE to the NE during charge. Physically, 
the battery cell cannot discharge after the NE has been fully delithiated, 
because no lithium remains in the NE for transference to the PE. Simi
larly, the battery cell cannot charge after the PE is “fully delithiated” to 
the limit of the material structural integrity. Therefore, the LII in Fig. 1 
(c) establishes the maximum lithium inventory available in the battery 
cell containing the left-end of the NE half-cell curve (i.e., NE fully 
delithiated for discharged cell) and the right-end of the PE half-cell 
curve (i.e., PE fully delithiated for charged cell). The expression in 
Equation (3) also indicates that as offset (xoffset) becomes increasingly 
negative (i.e., either PE half-cell curve shifts to the left and/or NE half- 
cell curve shifts to the right), the rate of LLI increases compared to that 
of LAMPE in the battery cell. In contrast, as xoffset becomes increasingly 
positive (i.e., either PE half-cell curve shifts to the right and/or NE half- 
cell curve shifts to the left), the rate of LAMPE increases compared to that 
of LLI in the battery cell. Practically, the increase of LLI is a result of the 
accumulation of any parasitic reactions (e.g., the growth of SEI and 

delamination of lithiated electrode material) in a battery cell that 
contribute to lithium inventory loss. 

Upon estimation of degradation parameters mp, mn, and LII in a 
battery cell, the appropriate mathematical models should be selected to 
obtain the parameter trends and subsequently perform physics-based 
prognostics. 

2.3. Empirical degradation models 

We use two empirical, simple mathematical models to track the 
nonlinear trends of both the cell capacity and corresponding degrada
tion parameters. Model I involves two exponential terms and four 
coefficients: 

M(t)= αI exp(βIt) + γ[1 − exp(λt)], (4)  

where M(t) is the model output, which can be either the cell capacity or a 
degradation parameter, t is the time elapsed during the test, αI, βI, γ, and 
λ are model coefficients estimated from measurements. Model I is a 
variant of the commonly used double exponential model for the 
capacity-based prognostics of Li-ion batteries [21–24]. Due to its 
versatility, we obtained high accuracy using this model to fit the LAMPE 
and LAMNE trends [33]. Model II is a power-law model with two 
coefficients: 

M(t)= 1 − αIItβII , (5)  

where αII and βII are the model coefficients estimated from measure
ments. Model II resembles the common capacity fade model capturing 
the growth of SEI when βII = 0.5 (also known as square root of t 
degradation model) [37,43,46]. 

2.4. Physics-based capacity and RUL prediction 

For physics-based battery prognostics, the coefficients of the 
empirical degradation models (Section 2.3) should be tuned to accu
rately track the degradation trends (mp, mn, and LII). To this end, we 
apply the least-squares method to fit the empirical degradation models 
to the estimated degradation parameters provided that enough mea
surements are available. However, for prognostics, RUL prediction 
usually relies on a limited number of measurements from an evaluated 
(or test) cell. Consequently, the estimated model coefficients might be 
inaccurate. By considering additional information in a training set of 
cells that are different from the evaluated cell, the model coefficients can 
be bounded within predefined ranges [21,24,33]. To investigate the 
effects of coefficient bounds on capacity and RUL prediction, we 
consider either the unbounded coefficients from the best-fit model or the 
coefficients bounded by 50% on the best-fit model. The 50% bounds are 
selected for consistency with our previous study [33], in which we found 
the bounds can 1) prevent an empirical degradation model from over
fitting the test data especially when predicting in early life and at the 
same time 2) maintain the adaptability of the model to the test data. 
Having narrower bounds may reduce the adaptability of the model, 
while having wider bounds may cause the model to overfit the test data 
especially in early life when the data is quite limited. These bounding 
conditions combined with the empirical degradation model I provide 
two model configurations, which are then implemented in the 
capacity-based and physics-based approaches (Table 1) to obtain the cell 
capacity and degradation parameters, respectively. For a third config
uration, we consider using 50% bounded coefficients for model II. We 
omitted the configuration consisting of model II with unbounded co
efficients due to its expected poorer performance than model II with 
bounded coefficients, as observed when comparing configurations 1 and 
2. The performance of the three model configurations under the 
capacity-based and physics-based approaches are evaluated in Section 
4.4 in terms of the capacity/degradation parameter and RUL prediction. 

We conduct RUL prediction on a test cell (i.e., an evaluated cell 
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different from the training cells) with available measurements from the 
beginning of life (BOL) to test k following the three steps described in 
Fig. 2. Test k refers to the kth characterization test, where the test data 
can be used to estimate the degradation parameters of the cell (see 
Section 3.2 for more details). In the first step, the degradation parame
ters of the test cell are projected into the future (tests k+ i, i = 1, 2,…) 
using one of the model configurations listed in Table 1. The model co
efficients are estimated for each of the three degradation parameters 
using the estimated parameter values up to time k. In the second step, 
the predicted capacities are simulated by the half-cell model using the 
predicted degradation parameters. When calculating the capacity of a 
simulated full-cell curve, it is important to select appropriate voltage 
cutoffs. We use the lower cutoff voltage of 3.4 V for the battery cells 
during the cycle aging test (Section 3.2). In addition, we use a lower 
cutoff voltage of 3.45 V when calculating the simulated capacity from 
the half-cell model by considering the polarization effect observed at the 
beginning of charge (voltage curves presented in Section 4.2). In the 
third step, the earliest time (or test number) at which the predicted 
capacity becomes less than the end-of-life limit is identified as the end of 
life, and the RUL is calculated by subtracting the current time (or test 

number) from the end of life. 
Leave-one-out cross-validation is implemented in this study. Pre

dicting the RUL of one cell in an experimental group (e.g., cell C1 in 
group G4 (see section 3.2 for a description of the experimental setup)) 
involves three steps. First, we choose one of the model configurations 
presented in Table 1 and estimate the coefficients of the empirical 
degradation model for a degradation parameter using its estimates from 
all other cells in the group (e.g., cells C2–C4 in group G4). These coef
ficient estimates, together with the coefficient bound setting listed in 
Table 1, are used to derive the predefined bounds for the degradation 
model coefficients. Second, the coefficients of the empirical degradation 
model are estimated by fitting the model to the data from the test cell (e. 
g., cell G4C1) and the model fitting is constrained by the predefined 
bounds. Third, the empirical degradation model with its estimated co
efficients is used to forecast the future trajectory of the degradation 
parameter for the test cell. The first three steps are conducted for each of 
the three degradation parameters. Finally, the forecasted trajectories of 
the degradation parameters are mapped to a capacity trajectory using 
the half-cell model and the end-of-life (EOL) of the test cell is estimated 
as the time when the forecasted capacity trajectory downcrosses an EOL 
limit. The predicted RUL is the time difference between the current time 
and the predicted EOL. 

The term “physics” in this study refers to tracking the three degra
dation parameters that allow for a physical interpretation of the major 
degradation mechanisms driving the degradation of a battery cell. This 
distinguishes the proposed approach to existing prognostics approaches 
that simply track the cell capacity. The tracking of the degradation pa
rameters is accomplished by fitting mathematical degradation models, 
each capturing the evolution of one parameter, to the degradation- 
parameter estimates via the use of the least-squares method. A set of 
training data is used only to estimate the coefficients of a best-fit 
degradation model. These coefficient estimates are then used to define 
bounds for constraining the model coefficients when fitting the model to 
test data. 

Table 1 
Model configurations utilized in this study to predict capacity and degradation 
parameters.  

Modeled 
parameter 

Physics-based approach 

Configuration 1 Configuration 2 Configuration 3 

mp  Model I, 
unbounded 

Model I, 50% 
bounded 

Model II, 50% 
bounded 

mn  Model I, 
unbounded 

Model I, 50% 
bounded 

Model II, 50% 
bounded 

LII  Model I, 
unbounded 

Model I, 50% 
bounded 

Model II, 50% 
bounded 

Modeled 
parameter 

Capacity-based approach 
Configuration 1 Configuration 2 Configuration 3 

Capacity Model I, 
unbounded 

Model I, 50% 
bounded 

Model II, 50% 
bounded  

Fig. 2. Flowchart of physics-based capacity and RUL prediction. Here, EOL stands for the end of life.  
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3. Experimental setup 

Implantable-grade Li-ion battery cells obtained from Medtronic are 
utilized to evaluate the performance of the proposed prognostics 
approach. A cycling test and characterization test are conducted to age 
the battery cells and evaluate the capacity and the degradation mech
anisms of the cells under different aging conditions, respectively. 

3.1. Half-cell curves 

The half-cell curves of the PE and NE were obtained from the Med
tronic implantable-grade Li-ion battery cells by cycling each electrode 
separately in a 2325 coin-type cell against lithium at a low C-rate of C/ 
50 and a temperature of 40 ◦C [37]. The C/50 rate reduces the effect of 
resistance when estimating the capacity of the battery cell based on the 
voltage curve. In addition, a low C-rate is required for the half-cell model 
(Section 2.1). Each coin cell was assembled using a disk electrode 
punched from an electrode sample, two Celgard 2300 separators, and a 
lithium foil disk. The electrolyte in the coin cells was 1 M LiPF6 in 
ethylene carbonate–ethyl methyl carbonate at ratio 3:7 by weight. The 
positive and negative half-cells were cycled in 3.2–4.25 V and 0.005–1.0 
V, respectively. 

3.2. Cycling and characterization tests 

We conducted the cycle aging test at 55 ◦C using eight fresh 
implantable-grade Li-ion battery cells. Applying a relatively high tem
perature accelerates the capacity fade while maintaining the stability of 
the battery materials [51]. The eight cells were equally divided into two 
groups, and each group was tested under a specific discharge condition, 
as detailed for groups G2 and G4 in Table 2 with discharge rates of C/24 
and C/3, respectively. For both groups, we used a constant current of 
C/3 to charge the battery cells until a cutoff voltage of 4.075 V was 
reached, at which point the battery cells were charged using a constant 
voltage of 4.075 V until either the charge current reduced to C/50 or the 
charge time reached 30 min (illustration of the cycling profile is pre
sented in Fig. 3(c) and (d)). In addition to the cells tested at 55 ◦C, we 
conducted another set of cycle aging tests on eight new 
implantable-grade Li-ion battery cells operating at 37 ◦C, which is the 
nominal operating temperature for these cells. Again, we divided these 
eight cells into two groups, G1 and G3 in Table 2, according to the 
discharge rates of C/24 and C/3, respectively. Compared to the nominal 
operating temperature of an implantable-grade cell, 55 ◦C highly ac
celerates aging (as further discussed in Section 4.1), and a discharge rate 
of C/3 highly accelerates capacity fade because the upper usage limit of 
these battery cells accounts for a nominal discharge rate of C/24 [10]. 

To use the half-cell model, the VQ curves under slow charge and 
discharge currents should be obtained. In addition, the characterization 
test conditions should be equivalent to the half-cell curve test conditions 
[48]. Hence, we conducted a characterization test on each cell at 40 ◦C 
every 2 weeks during approximately the first 3 months and every 4 
weeks thereafter. The characterization test included four sequential 
steps: 1) constant current and constant voltage charge to 4.075 V at C/3 
with a cutoff current of C/50, 2) constant current discharge to 3.4 V at 
C/50 and rest for 30 min, 3) constant current charge to 4.075 V at C/50 
and rest for 30 min, and 4) repeated constant current discharge to a 
voltage corresponding to 10% of the state of charge reduction at C/10 

followed by a 1-h rest period until the cell voltage reached 3.4 V. 
We only used the charge data in step 3 of the characterization test for 

the half-cell curve analysis to determine the degradation parameters in 
this study. The cycling and characterization tests were conducted using a 
high precision charger from NOVONIX with a voltage range of 0–5 V and 
a maximum current output of 2 A for high-quality aging data acquisition 
[35]. 

4. Results and discussion 

We first present and analyze the capacity fade data measured from 
the characterization tests. By analyzing the capacity fade and half-cell 
model, we estimate the three degradation parameters of the battery 
cells. Subsequently, we validate the estimated parameters based on the 
aged half-cell voltage curves obtained from the destructive analysis. 
Finally, we compare the proposed physics-based approach with the 
capacity-based approach in terms of capacity and RUL prediction 
accuracies. 

4.1. Characterization test results 

The charge capacity of the battery cells from the four groups, G1–G4, 
over time are shown in Fig. 3(a) and (b), where Cx indicates the cell 
number for x ∈ {1, 2, 3, 4}. The charge capacity in Fig. 3 is normalized 
with respect to that at the BOL to preserve the confidentiality of the true 
capacity values. The cycling profiles (C-rate vs. normalized capacity) of 
the C1 cells from the four groups are illustrated in Fig. 3(c) (G1C1 and 
G3C1) and Fig. 3(d) (G2C1 and G4C1). We present only the cycling 
profile of the C1 cell in each group as the same cycling profile is used for 
the other three cells in each group. The 16 cells were continuously 
cycled for around 1.5 years. We notice an increase in the capacity from 
the first characterization test to the second characterization test in most 
battery cells, except for those in group G4. The increase in cell capacity 
at the initial aging can be attributed to the passive electrode effect, 
which is observed in battery cells with anode overhang [52]. For the 
purpose of ensuring the capacities of all the cells have consistently 
decreasing trends over time, the second characterization test is defined 
as the BOL. We observe that the cells cycled at low temperature (groups 
G1 and G3, Fig. 3(a)) have low capacity fade compared with those 
cycled at high temperature (groups G2 and G4, Fig. 3(b)). Specifically, 
the cells in groups G1 and G3 maintained 88–94% of their initial ca
pacity, while those in groups G2 and G4 maintained 77–88% of their 
initial capacity after 1.5 years of charge–discharge from the cycle aging 
test. The cells cycled at C/24 (groups G1 and G2) exhibit consistently 
decreasing rates of capacity fade over time (i.e., stable capacity fade 
throughout aging). In contrast, for the cells cycled with a faster 
discharge rate (groups G3 and G4), the capacity degradation rates 
decrease initially but start to increase, which we refer to as capacity fade 
transition, at around days 200 and 400 for the cells in groups G4 and G3, 
respectively. This shows that (1) the capacity fade transition is observed 
at a high C-rate and (2) the occurrence of this transition is delayed at a 
lower temperature. The exponentially decreasing degradation rates 
followed by increasing rates during late aging appear to be similar to 
those reported in various simulation and experimental studies [33,46, 
53,54] The underlying degradation mechanism of this transition will be 
analyzed in section 4.2. All cells within each group exhibit consistent 
capacity fade trends. As shown in Fig. 3, the cells cycled at the lower 
C-rate (C/24) share the capacity fade trend with a consistently 
decreasing rate. In contrast, cells cycled at the higher C-rate (C/3) pre
sent two capacity fade trends with an initially decreasing rate of capacity 
fade followed by an increasing rate, thus posing a challenge for 
prognostics. 

The relation between the capacity degradation rate and temperature 
can be described by the Arrhenius equation (Equation (S1) in the sup
plementary material) [55–58], which also allows us to determine the 
thermal acceleration factor of the implantable-grade Li-ion battery cells 

Table 2 
Test matrix of cycle aging test.  

Group Charge rate Discharge rate Temperature Number of cells 

G1 C/3 C/24 37 ◦C 4 
G2 C/3 C/24 55 ◦C 4 
G3 C/3 C/3 37 ◦C 4 
G4 C/3 C/3 55 ◦C 4  
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tested at the two temperatures by using Equation (S2). The cells cycled 
at C/24 (groups G1 and G2) have a thermal acceleration factor of 1.97, 
indicating that, on average, the capacity of these cells fades 1.97 times 
faster at a higher temperature of 55 ◦C than at a lower temperature of 37 
◦C. The cells cycled at C/3 (groups G2 and G4) have a thermal accel
eration factor of 2.20. Additionally, the activation energies obtained 
from the Arrhenius equation are 31.903 and 37.108 kJ mol− 1 for the cells 
discharged at C/24 and C/3 (See Fig. S1), respectively, are consistent 
with the values reported in other studies [55,56]. The detailed 
description of these calculations is presented in the supplementary 
material. Hereinafter, we disregard the cells cycled at 37 ◦C from our 
analysis because their capacity degrades mildly. 

4.2. Degradation parameter estimation for cells in groups G2 and G4 

To estimate the degradation parameters, the VQ and dV/dQ curves 
should be carefully analyzed before implementing the half-cell model. 
The evolution of the experimental VQ and dV/dQ curves for cells C1 in 
groups G2 and G4 are shown in Fig. 4 as representative examples. The 
slope of the VQ curve within the lower capacity domain (voltage range 
of 3.4–3.7 V) of cell C1 in group G2 remains almost unchanged 
throughout the 1.5-year test (green arrow in Fig. 4(a)), whereas that of 
cell C1 in group G4 increases as the cell ages (green arrow in Fig. 4(c)). 
In addition, the flat portion of the voltage curve (i.e., from 3.7 V to 3.8 V) 
exhibits a significant shift to higher voltage. The increase of the initial 
voltage and the positive shift of the flat portion of the charge VQ curve 
for cell C1 in group G4 are likely due to polarization by an increase in the 
internal cell resistance with aging [3,57,59]. This increase in internal 
cell resistance can be attributed to electrolyte degradation, SEI growth, 
and electrode degradation. In addition, the feature locations and mag
nitudes in the dV/dQ curve of cell C1 in group G2 do not change 
considerably in the low-capacity domain (green circle in Fig. 4(b)), 

whereas they change substantially for cell C1 in group G4 (green circle 
in Fig. 4(d)). Specifically, the peak increases, and the locations shift to 
the left as cell C1 in group G4 ages. Finally, the dV/dQ features at the 
higher normalized capacity of cell C1 in group G4 diminish over time, 
whereas they remain almost unchanged for cell C1 in group G2. Similar 
observations can be made for the other cells in both groups. 

A deeper analysis of the transitions of the peaks and valleys is 
required for the half-cell model parameters, mn, mp, δn, and δp, to reflect 
the VQ and dV/dQ curves. From Ref. [48], we know that the locations of 
the dV/dQ features are affected by mn and δn, whereas the magnitudes of 
the dV/dQ features are affected by mp and δp. However, the 
beginning-of-charge voltage is determined by the negative half-cell 
curve, while the end-of-charge voltage is determined by the positive 
half-cell curve (see Fig. 1(a) and Section 2.1). For the cells in group G2, 
the locations of the dV/dQ features do not change considerably (Fig. 4 
(b)), but their magnitudes change notably. Therefore, the VQ and dV/dQ 
curves of the aged cells in group G2 can be reconstructed by varying mp 

and δp, because mn and δn are not expected to notably change. The lo
cations and magnitudes of the dV/dQ curves for the cells in group G4 
(Fig. 4(d)) exhibit considerable changes and should be analyzed more 
carefully. Considering the peak-to-peak distance, all peaks shift sub
stantially to the left due to the increase in δn instead of the decrease of 
mn. This is because an increase of the slippage shifts the half-cell curve, 
whereas a decrease of the active mass shrinks it (see Section 2.2). In 
addition, the slope of the VQ curves changes at the beginning of charge 
(Fig. 4(c)), and the first valley disappears in the dV/dQ curve. These 
characteristics are caused by the reduction of δp as a result of LAMPE 
[39], which shifts the PE half-cell curve to the right, determining the 
voltage behavior at the beginning of charge [48]. In Fig. 1(b), when the 
PE half-cell curve shifts to the right (i.e., δp decreases), the magnitude of 
the first valley of the full-cell dV/dQ curve increases. The substantial 
reduction of δp is the result of the LAMPE rate being faster than the LLI 

Fig. 3. Capacity fade trends of implantable-grade Li-ion battery cells cycled at (a) 37 ◦C (groups G1 and G3) and (b) 55 ◦C (groups G2 and G4) over approximately 
1.5 years. The results reflect the data collected during step 3 of the characterization test at the charge rate of C/50. The cycling profiles (C-rate vs. normalized 
capacity) are illustrated in (c) for cells cycled at 37 ◦C and (d) for cells cycled at 55 ◦C. The positive (negative) C-rate indicates the charge (discharge) current. 

Y.H. Lui et al.                                                                                                                                                                                                                                   



Journal of Power Sources 485 (2021) 229327

8

rate. These observations provide qualitative guidelines to adjust the 
half-cell model parameters (mn, mp, δn, and δp) for quantifying the 
degradation parameters (mp, mn, and LII). 

To determine degradation parameters mp, mn, and LII at the BOL, we 
first fit the half-cell model to the VQ curve at the BOL by using the least- 
squares method. Subsequently, we adjust the four model parameters 
manually based on the VQ and dV/dQ curves as follows. 1) Adjust mn 
and δn according to the locations of the dV/dQ features and the voltage 
of the VQ curve at the beginning of charge. 2) Adjust mp and δp ac
cording to the magnitudes of the dV/dQ features and the voltage of the 
VQ curve at the end of charge. We adopt manual adjustment of the 
model parameters using the VQ and dV/dQ curves instead of optimi
zation, which can produce the best fitting results based on the VQ curve 
because the underlying physics interpretation is lost when performing 
feature evolution through automated parameter optimization (Fig. S2). 
Although the degradation parameters can be alternatively estimated by 
applying the least-squares method to the dV/dQ curve using the dV/dQ 
analysis of the half-cell model, the estimation may be inaccurate due to 
the disappearance of some of the dV/dQ features as the cells age (green 
circle in Fig. 4(d)). In fact, lost features may yield a very large error in 
the degradation parameter estimation if curve fitting is solely based on 
the similarity of the two curves, namely, the experimental VQ (or dV/ 
dQ) curve and the VQ (or dV/dQ) curve reconstructed from the half-cell 
model. Moreover, the cutoff cell voltages are not considered when 
optimizing the degradation parameters using only the dV/dQ curves 
(Fig. S3). Therefore, we manually adjust the degradation parameters 
after the BOL considering the potential shortcomings of fitting the VQ 

(or dV/dQ) curve using optimization methods. 
We analyze the VQ and dV/dQ curves to determine the degradation 

parameters because the VQ curves allow us to determine the estimation 
quality through voltage cutoffs, and the dV/dQ curves can improve the 
adjustment of the degradation parameters in the half-cell model by 
leveraging obvious features (i.e., peaks and valleys). Even if some dV/ 
dQ features disappear in aged cells, we can manually adjust the pa
rameters by using existing features. 

Based on the above qualitative analysis, we used the half-cell model 
to fit the experimental VQ and dV/dQ curves and quantify the degra
dation parameters of each cell for every characterization test. Fig. S4 
shows the fitted degradation parameters and corresponding capacity per 
cell in groups G2 and G4. The degradation parameters within each group 
show a consistent trend. For the cells in group G2 (Figs. S4(a)–(d)), the 
variation of LII is similar to that of the cell capacity, indicating that the 
main parameter for the capacity fade of these cells is the LLI. In addition, 
the amount of LAMPE in G2 cells has little effects on the cell capacity 
given the excessive PE half-cell capacity, indicated as δp (positive slip
page) in Fig. 1(a). This flat region of the PE half-cell curve acts as a buffer 
region for LAMPE to affect the cell capacity. Eventually, LAMPE affects 
cell capacity when δp becomes small due to the rate of mp loss being 
faster than that of LII loss [39]. For the cells in group G4 (Figs. S4(e)– 
(h)), LII follows the cell capacity fade until around day 400 and deviates 
afterward. This deviation (capacity fade trend transition) is caused by 
the excessive loss of mp in comparison to LII, which substantially reduces 
δp and, therefore, the end of discharge is determined by positive half-cell 
curves. As δp diminishes to zero, LAMPE can directly degrade the cell 

Fig. 4. (a) VQ and (b) dV/dQ curves of cell C1 in group G2. (c) VQ and (d) dV/dQ curves of cell C1 in group G4. The VQ and dV/dQ curves for the other cells in the 
same group are similar to those shown in this Fig. 
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capacity. Based on the half-cell model fitting, all the cells in group G4 
exhibit around 32% mp losses, whereas those in group G2 exhibit 
approximately 15% losses. In contrast, all the cells in group G4 exhibit 
around 18% of LII losses, while those in group G2 exhibit about 11% 
losses. 

The half-cell model fitting on days 0 (i.e., BOL) and 484 for groups 
G2 and G4 are shown in Fig. S5. At the BOL, the fitted VQ and dV/dQ 
curves suitably agree with the experimental curves. On day 484, the dV/ 
dQ features of the fitted curve remain consistent with the experimental 
dV/dQ curve, whereas the fitted VQ curves agree with the experimental 
VQ curves at the beginning and end of charge. This result is important 
for accurately determining the cell capacity based on the estimated 
degradation parameters (step 2 of Fig. 2). The deviations of the voltage 
curve during charge are caused by changes in the PE half-cell curves but 
not by inaccurate fitting, as explained in Section 4.3. The estimates of 
degradation parameters through VQ and dV/dQ curve fitting are also 
validated by comparing the simulated and measured dQ/dV curves (see 
Fig. S6). We notice that the fitted negative active masses of the fresh G4 
cells (i.e., on day 0) are substantially smaller than the values derived 
based on the negative electrode weights measured by Medtronic. This 
difference holds even after accounting for the area of negative electrode 
overhang. We think there may be other internal mechanisms involved in 

altering the dV/dQ peak locations that cannot be explained by the half- 
cell model. 

4.3. Destructive analysis 

Two aged implantable-grade Li-ion battery cells from each group (G2 
and G4) were sent to Medtronic for aged half-cell curve analysis on day 
484 to validate the half-cell model fitting. The cells were first discharged 
to 3.4 V at C/10 and then left alone for several hours before disassembly. 
The aged cells were disassembled in a dry room to recover the aged PE 
and NE electrodes. One side of the active material of each electrode was 
scraped off using N-methyl pyrrolidone to expose the current collector 
underneath. Subsequently, each electrode with the active material on 
one side was die-cut into four disk electrodes using a die with a diameter 
of 12 mm for building a coin cell. 

Coin cells of type 2032 were built to evaluate the electrochemical 
performance of the aged PE and NE half-cells using a construction 
technique similar to that described in Section 3.1. The four coin cells per 
aged electrode sample were cycled at C/50 and 40 ◦C. The cutoff volt
ages of the positive aged half-cells were 3.0 and 4.2 V, and those of the 
negative aged half-cells were 0.05 and 1.0 V. 

The active mass of each electrode in an aged implantable-grade Li- 

Fig. 5. (a) PE active mass estimated from the half-cell model (hollow circles) and destructive analysis (crosses) for cells in groups G2 and G4. (b) NE active mass 
estimated from the half-cell model (hollow circles) and destructive analysis (hollow triangles) for cells in groups G2 and G4. (c) VQ and (d) dV/dQ curves fitted using 
the half-cell model from aged PE half-cell. (e) VQ and (f) dV/dQ curves of PE fresh half-cell and PE aged half-cells from groups G2 and G4. (g) VQ and (h) dV/dQ 
curves of NE fresh half-cell and NE aged half-cells from groups G2 and G4. 
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ion battery cell can be estimated from the aged half-cell curve as follows: 

mAM, ​ aged ​ half− cell =
Qaged ​ half− cell

qfresh
, (6)  

Aratio =
Aaged ​ half− cell

Afull ​ cell
, (7)  

mAM, ​ full ​ cell =
mAM, ​ aged ​ half− cell

Aratio
, (8)  

where mAM, ​ aged ​ half− cell (g) is the active mass of the aged half-cell, 
Qaged ​ half− cell (mAh) is the capacity of the aged half-cell, qfresh (mAh/g) 
is the specific capacity of the fresh half-cell, Aaged ​ half− cell (cm2) is the 
coin-cell electrode area of the aged half-cell, Afull ​ cell (cm2) is the elec
trode area of the full-cell (i.e., implantable-grade Li-ion battery cell), 
Aratio is the area ratio between Aaged ​ half− cell and Afull ​ cell, and mAM, ​ full ​ cell 

is the estimated full-cell active mass after scaling the coin-cell active 
mass using Aratio. 

Fig. 5(a) shows the PE active mass calculated from the aged half-cell 
and that estimated from the half-cell model fitted to experimental data. 
The fitted half-cell model parameter mp (denoted as curve-fit in Fig. 5) 
mostly agrees with mAM, ​ full ​ cell calculated from destructive analysis, 
suggesting that the degradation parameters obtained from fitting the 
half-cell model to the experimental VQ and dV/dQ curves closely reflect 
the true degradation in the cells. Only three out of the four data points 
are shown for the cells in group G4 because the PE of one of the coin cells 
was damaged during construction. The corresponding results for the 
aged NE half-cell are shown in Fig. 5(b). The destructive analysis results 
do not agree with the curve-fit results because scraping off the electrode 
materials from the current collector is much more difficult for the NE 
half-cell than for the PE half-cell. This might have damaged the NE 
electrode to some extent during the coin cell construction, thus 
considerably affecting the NE active mass calculated from the aged half- 
cell curves. The design of the implantable-grade Li-ion battery cell en
sures excessive NE active material to prevent both lithium plating when 
heavy LAMNE occurs and cell capacity degradation resulting from 
LAMNE. However, the excessive NE active material may affect the ac
curacy of the estimated masses using the half-cell model. 

To further verify the manual fitting results, we utilized the aged half- 
cell curve to fit the experimental full-cell curve measured before the cell 
disassembly. Fig. 5(c), (d) show the fitting results using the aged PE half- 
cell curves, where the half-cell model better fits the experimental VQ 
and dV/dQ curves compared with the use of the fresh PE half-cell curves. 
This is caused by the change in the PE half-cell curve shape (Fig. 5(e), 
(f)) throughout aging. We use the fresh NE half-cell curves in Fig. 5(c), 
(d), as the active masses calculated from the aged half-cell do not agree 
with the curve fitting results. Although the NE dV/dQ feature at the end 
of the charge region disappears in the full-cell measurement, it can be 
observed in the aged coin cell. Moreover, data noise can be observed in 
the aged half-cell curves, which were measured using a lower-precision 
device instead of the high-precision coulometry used for all the other 
measurements. 

4.4. Capacity and RUL prediction 

We obtained the capacity and RUL prediction results using the pro
posed physics-based prognostics approach and compared them with 
those using the traditional capacity-based approach. We conducted ca
pacity prediction for the cells in groups G2 and G4, and RUL prediction 
only for the cells in group G4 because the capacity of the cells in group 
G2 did not reach a predefined capacity threshold, which we set to 80% of 
the cell capacity at the BOL. 

First, we predicted the degradation parameter trends using the pro
posed physics-based approach. Provided that the available measure
ments outnumber the coefficients in the empirical model, the 

predictions can be obtained at any inspection point over the lifetime of a 
battery cell. Fig. S7 illustrates the predicted degradation parameters for 
cell C1 in group G2 (Fig. S7(a)) and cell C1 in group G4 (Fig. S7(b)) using 
different model configurations. As all the cells in each group exhibit 
similar degradation patterns, we selected cell C1 from each group to 
illustrate and verify the effectiveness of the proposed physics-based 
approach. Model I with 50% bounds (configuration 2) outperforms its 
unbounded counterpart (configuration 1) because the high number of 
model coefficients can cause overfitting of the available measurements 
from the BOL to the inspection point. Hence, the 50% coefficient bounds 
prevent overfitting of the least-squares method by limiting the model 
coefficients to the predefined ranges obtained from the training cells 
(cells C2–C4 in each group). When predictions were made at day 174, 
the power-law model with 50% bounds (configuration 3) exhibited 
better fitting results on all the degradation parameters compared to 
configurations 1 and 2. This higher accuracy can likely be attributed to 
the higher model simplicity (only two model coefficients in the power- 
law model as opposed to four model coefficients in the double expo
nential model) and the better representation of the trends of the esti
mated degradation parameters. Properly predicting future degradation 
parameters is important for accurate cell capacity prediction. 

Fig. 6 shows the capacity prediction of cell C1 in group G2 (red 
square) and cell C1 in group G4 (blue square) on day 174 obtained from 
the capacity-based approach (Fig. 6(a), (b)) and physics-based approach 
(Fig. 6(c), (d)). The test data of each cell consists of the past and current 
measurements of cell capacity that are used to estimate the coefficients 
of an empirical model. We include the unseen data in the plots mainly 
for the purpose of visually inspecting the quality of prediction under 
different configurations. For cells aged at a lower C-rate (group G2), the 
capacity fade exhibits a consistently decreasing rate, allowing to accu
rately predict the RUL of the battery cells using the capacity measure
ments before the end of life. However, at C/24 discharge rate, these 
implantable-grade battery cells still require several years’ aging before 
the cell capacities degrade to 80% of their initial capacities [60]. 
Therefore, both evaluated approaches show similar capacity prediction 
ability for the cells in group G2 (Fig. 6(a) and (c)). Only configuration 3 
exhibits relatively accurate capacity predictions for cell G2C1. For cells 
aged at a higher C-rate (group G4), the capacity fade exhibits an expo
nential trend with a low fade rate during early aging followed by the rate 
linearly increasing toward a high value during late aging. As shown in 
Fig. 7(a), the traditional capacity-based approach cannot predict this 
transition when a commonly reported square root of t capacity fade 
model is used. This square root of t model is commonly used to model the 
capacity fade trend of a Li-ion battery cell as a result of SEI growth [43]. 
We find that a more general power-law model provides a better repre
sentation of the capacity fade trend, consistent with the finding in Refs. 
[43]. In contrast, the capacity fade of cell G4C1 predicted by the 
physics-based approach exhibits changes in the trends (Figs. 6(d) and 7 
(b)), which shows that the proposed physics-based approach allows 
early prediction of the onset and progression of the late-stage fade rate 
by tracing the evolutions of the three degradation parameters. By 
decomposing the cell-level effect (i.e., capacity degradation) into three 
degradation modes, we incorporated physical knowledge into RUL 
prediction. As long as the predictions of the three degradation param
eters are accurate, we can acquire robust RUL prediction results with the 
physics-based approach. Fig. 7(b) suggests that the physics-based 
approach is able to predict the trend transition in the capacity fade 
during early prediction which is not possible when using the 
capacity-based approach (Fig. 7(a)). By considering the degradation 
mechanisms, the physics-based approach can effectively alleviate the 
risk of early prediction. From Figs. 6(d) and 7(b), we confirm that the 
physics-based approach can represent a nonlinear capacity fade trend 
despite the projected degradation parameters being relatively linear. 
This is attributed to the different effects of the degradation parameters 
on cell capacity. The physics-based approach can capture such complex 
degradation effects on the cell capacity through the half-cell model and 
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Fig. 6. Capacity prediction obtained from 
(a), (b) capacity-based approach and (c), (d) 
physics-based approach for cell C1 in group 
G2 (red square), and cell C1 in group G4 
(blue square). The black arrows in (b) and 
(d) show the predicted capacity trends by 
the physics-based approach curve downward 
due to the consideration of the degradation 
parameters, whereas the predicted capacity 
trends by the capacity-based approach solely 
depend on the available capacity measure
ments. (For interpretation of the references 
to colour in this figure legend, the reader is 
referred to the Web version of this article.)   

Fig. 7. Capacity prediction using configuration 3 before trend transition of capacity fade (at around day 200) obtained from (a) capacity-based approach and (b) 
physics-based approach for cell C1 of group G4 on day 174. We also include the commonly used square root of t capacity fade model for comparison. 
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predict the trend transition in the capacity fade in the early life. Similar 
to Fig. S7, model I without bounds has the worst performance among the 
three configurations due to overfitting. 

Fig. 8 shows the RUL prediction results for cell C1 in group G4 ob
tained from the capacity-based (Fig. 8(a)) and physics-based (Fig. 8(b)) 
approaches. The results are presented as RULs over the cell’s lifetime, 
where 80% of the initial capacity is used as the end of life limit. As model 
I has four fitting coefficients, the RUL prediction begins on day 86, with 
at least four measurements being available (prior days are shaded in 
grey). Generally, the RUL prediction obtained from the physics-based 
approach converges to the true RUL faster than that obtained from the 
capacity-based approach. Furthermore, the physics-based approach 
provides more conservative RUL predictions than the capacity-based 
approach, that is, for most of the time, the physics-based approach un
derestimates the RUL of the battery cells. In contrast, the capacity-based 
approach overestimates the RUL of cell C1 in group G4 for two out of the 
three configurations. The underestimation of RUL by the physics-based 
approach is likely due to its ability to predict the transition in the fade 
trend that is caused by the increasing loss of positive active mass. The 
overestimation by the capacity-based approach can provide misleading 
confidence to the user about the cell RUL, which can bring adverse 
consequences for both the user and manufacturer. In addition, the 
implementation of coefficient bounds is beneficial as can be seen from 
the performance differences between configuration 1 and 2. 

To quantify how fast the RUL prediction falls within an acceptable 
region, a metric named prognostic horizon is used [61]. Prognostic 
horizon is defined as the time difference between when the RUL pre
diction of a cell first meets a user-defined performance requirement (i.e., 
an acceptable region) and when the cell reaches its EOL. A graphical 
illustration of the prognostic horizon is given in Fig. 8(b). In this study, 
the performance requirement is specified by an allowable error bound 
(α) around the true RUL, which is calculated by RULtrue(t) ± α*EOL. 
Fig. 8 illustrates the allowable region when α = 0.25. We tested 
different α values and the results are summarized in Fig. S8. The x-axis 
represents the width of the allowable region (2*α) and the y-axis rep
resents the prognostic horizon. A longer prognostic horizon suggests the 
configuration converges faster to the true RUL. From Fig. S8 we can 
observe that the prognostic horizons of the physics-based approach 
generally increase faster than those of the capacity-based approach. This 
means the RULs predicted by the physics-based approach converge 
faster to the true RULs. 

The number of false predictions (false positives and false negatives) 
given a user-defined acceptable region [61] is also quantified. The 

acceptable region for false prediction (see Fig. S9) is defined differently 
from the one presented in Fig. 8. False positives are unacceptable early 
predictions and false negatives are unacceptable late predictions. Typi
cally, asymmetric error bounds around the true RUL are used due to the 
fact that an early prediction of EOL is often preferred over a late pre
diction of EOL. Fig. S10 shows the number of false positives and false 
negatives at different acceptable error bounds. Compared to the 
capacity-based approach, the physics-based approach tends to have 
larger counts of false positives (unacceptable early predictions) and 
lower counts of false negatives (unacceptable late predictions). The re
sults suggest that the physics-based approach produces more conserva
tive RUL predictions for the cells in group G4. 

The RUL prediction error (in days) listed in Table 3 is defined as the 
average absolute difference between the predicted and true RUL values: 

ε= 1
K

∑K

k=1

⃒
⃒Y true

k − Ypredict
k

⃒
⃒, (9)  

where K is the total number of characterization tests and Y denotes the 
RUL. The prediction errors in Table 3 correspond to the entire lifetime 
and first 30% of the lifetime of the cells for the three model configura
tions obtained using the capacity-based and physics-based approaches. 
The first 30% of lifetime in this study is defined as the first 30% of the 
predictable lifetime, where the predictable lifetime is the number of 
characterization tests starting from the 5th test. The prediction accuracy 
of the models with coefficient bounds (i.e., configurations 2 and 3) is 
higher than that of the unbounded models. More importantly, when 
comparing the prediction errors of the first 30% of the lifetime, the 
physics-based approach achieved larger prediction accuracy improve
ment compared with the capacity-based approach, as listed in Table 4. 
The accuracy improvement (in days) is calculated by subtracting the 
error of the physics-based RUL prediction from the error of the capacity- 
based RUL prediction per cell and model configuration: 
accuracy ​ improvement = εcapacity− based − εphysics− based. Therefore, in 
Table 4, a positive number indicates an improvement in RUL prediction 
accuracy, whereas a negative number indicates a reduction in the RUL 
prediction accuracy for a particular cell and model configuration when 
using the proposed physics-based approach. Results in Table 4 show that 
the proposed approach provides higher RUL prediction accuracy than 
the capacity-based approach for most cells and model configurations. 

Fig. 8. RUL prediction for cell C1 in group G4 obtained from (a) capacity-based approach and (b) physics-based approach using different model configurations. The 
grey shaded region around the true RUL line is the acceptable region used to calculate the prognostic horizon. 
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5. Conclusion 

We propose the physics-based prognostics of implantable-grade Li- 
ion battery cells to track degradation parameters for capacity and RUL 
predictions. The physics-based approach uses a half-cell model to esti
mate the degradation parameters from experimental VQ and dV/dQ 
curves and predict the cell capacity from the estimated parameters. To 
validate our approach, we use experimental data from 1.5 years of cycle 
aging tests conducted at two different discharge rates (C/24 and C/3) 
while setting the temperature to 55 ◦C for accelerated capacity degra
dation. In addition, we consider three degradation parameters that 
correspond to common degradation mechanisms: (1) LAMPE, (2) LAMNE, 
and (3) LLI. The half-cell curve analysis demonstrates that a faster 
discharge rate of C/3 induces about 17% more LAMPE in the 
implantable-grade cells than at a slower discharge rate of C/24, which is 
validated through destructive analysis. The increased LAMPE for cells 
discharged at C/3 causes transitions in the fade trends during the 1.5 
years of testing, which is not observed for cells cycled at C/24. Specif
ically, the cells discharged at C/3 show the rate of capacity fade de
creases until day 200 and increases thereafter, whereas the cells 
discharged at C/24 show a consistently decreasing rate of capacity fade 
over time. After estimating the three degradation parameters using the 
half-cell model, we use two empirical degradation models, namely a 
double exponential and a power-law model, to fit the degradation pa
rameters using the least-squares method. The addition of coefficient 
bounds improves the RUL prediction accuracy during the early life. The 
main benefit of the proposed physics-based approach is the higher ac
curacy in the lifetime prediction compared with the traditional capacity- 
based approach, especially for prediction during the early life. In other 
words, extrapolating an empirical model using the capacity-based 
approach can result in high prediction errors during the early life. The 
physics-based approach, on the other hand, considers the extrapolation 
of individual parameters associated with various degradation mecha
nisms, thereby reducing the possibilities of unrealistic predictions dur
ing the early life. The physics-based approach could potentially 
accelerate the screening of new battery materials and the design and 
development of new battery products. In the future, we plan on 

investigating prognostics on battery cells tested under actual use con
ditions. Such conditions may result in different degradation behaviors 
and capacity fade trends compared with the accelerated test conditions 
considered in this study. 
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Table 3 
RUL prediction error in days for the entire lifetime and first 30% of the lifetime of each cell in group G4 (C/3 cycling at 55 ◦C) using capacity-based and physics-based 
approaches.  

Configuration Prediction error (days) of capacity-based approach 

Entire lifetime First 30% of lifetime 

Cell 1 Cell 2 Cell 3 Cell 4 Cell 1 Cell 2 Cell 3 Cell 4 

1 416.27 493.87 436.50 539.71 780.50 791.50 785.50 784.50 
2 30.13 41.07 29.00 48.14 89.75 101.25 80.25 102.75 
3 33.40 43.13 34.14 59.79 46.00 59.50 29.50 69.50 

Configuration Prediction error (days) of physics-based approach 
Entire lifetime First 30% of lifetime 
Cell 1 Cell 2 Cell 3 Cell 4 Cell 1 Cell 2 Cell 3 Cell 4 

1 302.21 132.93 192.86 110.50 510.00 438.00 480.00 286.25 
2 20.86 19.73 18.64 30.79 81.00 39.75 45.00 56.25 
3 22.36 21.07 26.79 32.71 90.00 21.50 41.50 25.75  

Table 4 
RUL prediction accuracy improvement in days obtained from the physics-based approach with respect to capacity-based approach for the entire lifetime and first 30% 
of the lifetime of each cell in group G4.  

Configuration Accuracy improvement (days) 

Entire lifetime The first 30% of lifetime 

Cell 1 Cell 2 Cell 3 Cell 4 Cell 1 Cell 2 Cell 3 Cell 4 

1 114.05 360.93 243.64 429.21 270.50 353.50 305.50 498.25 
2 9.28 21.33 10.36 17.36 8.75 61.50 35.25 46.50 
3 11.04 22.07 7.36 27.07 − 44.00 38.00 − 12.00 43.75  
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